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Abstract— In order to tackle the controller synthesis problem  that capture the information about when data exchange with
for large-scale discrete-event systems, recent approachsuggest other supervisors is required. Together with the behavior o

the design of interacting modular or decentralized supervisors. o gyitched network, these communication models ensure
In these works, information exchange between the supervise

is either required implicitly by the synchronization of shared correct 0perat'0n. of Fhe distributed SUperY'SorS' .

events or explicitly by the communication of events or symbols. ~ The paper outline is as follows. In Section II, we describe
However, it is not discussed how the communication can be the underlying hierarchical control approach. Our communi
realized if the supervisors are implemented in distributed cation model is developed in Section I, and the correct

controller devices that are connected by a communication heration of the communication system is established in
network. In this paper, we study the synchronization of shaed

events among distributed supervisors on awitched network. In Section IV. Section V discusses the proposed communication

particular, we develop a communication model that accountgor ~ Strategy, and we give conclusions in Section VI.
possible transmission delays, and enables the correct ofzion
of the communicating supervisors. Il. PRELIMINARIES

A. Basic Notation

- . . . We recall basic notions from [13].

The efficient design of supervisors for discrete-event sys- For a finite alphabeX, the set of all finite strings oveE is
tems (DES) has been an area of intensive study in recenénote@* We writes S € ¥ for the concatenation of two
years. As a result, a variety of approaches that suggest {f Eingss g Wel virites < s whens, is aprefixof s
synthesis ofmodular and decentralizedsupervisors have ’_ "¢ thé;e 2exists A string, © IE*—With . ; . The empt’y
been developed. In these works, interaction between SUpg{Fing is denoted € . ie. se — es — s fo; a2li se A
visors is represented either implicitly by the usesbfared languageover s is a su,bée.M C $*. The prefix closuréof
eventsthat have to occur synchronously in all supervisor% is defined byl := {s; € 2—*| 35.6 M st 51 < s). If
[1], [2], [3], [4], [5], [6] or explicitly by introducing com- YA = 15 o=k

munication channelbetween supervisors as in [7], [8], [9]. M'is prefix closedi.e., M = M, then for any string: € M,

. o o v (s) = {o|so € M} is the set of feasible events after
The above representation of supervisor interaction is par The natural projectionp; : X* — X, i — 1,2, for the

ticularly beneficial for the supervisor design in order to . - . i ; e .
determinewhen communication is required. However, theuzmc;nz - %*U X2 |s§:d|ef|tn§d |terf513velly. (1).f|ep"'(€)2'._ ©
above approaches do not addréassvto model and realize (.)S;))r ‘;e .(S’) Uotier\,/visepz'r(ﬁg)s.e_t-\]/);ﬁz:d Iin\fer€se '“f?sr
the communication in the practical case, where the design b( d _]f". o S5 1 o fn
supervisors are placed in different physical locations a notedp; * : X — 27, p; (1) := {S*E | pis) = t}.
communicate over a network with possible delays. ]\;ecsg*chroj\r}oumprgdugvi[ﬂMg g,? JV})f tvaoEI*anguages
A preliminary study of this problem is given in [10] in fA?ini;eIZutc;rLLatér;s thu(plellzz ZP(QX(E 25) I ). with
the framework of decentralized supervisory control. Ferrth i ) . ) <0 %0, Am )y |
more, in our previous work in [11], [12], thehared-medium the f|n|te sej[ .ofstates)_(, the finite alphab.et oéy(e_qtsz, the
communication of supervisors synthesized as in [3], [4] ha%artIal tr.ansmon functions : X x X — X the initial sta_te
been investigated. Here, the potentallisionsof messages To € )f’,_fagd_ tk:je f_set dofnarked sta;ej(? eng'. V)}/e wr2|t2e
on the shared medium are avoided by an appropriate schedij({?’]f;)r'; c I)S( ;'n&) aﬁxi{? 'ea;w(a? I:)'}Rlﬁ or;er o
ing strategy. In this paper, we discuss the implementatiog)&endé to a barﬁal fu.nction onX x é* .récursively let
of distributed supervisors on awitched networkwhich 5(z,€) = o and 8z, s0) = 3(5(x, s) a),whenever both
is inherently collision free. However, it now has to bex, > 5('3: 5) and 5(3:} o)! .L(R) - {; 6’ S ¢ 6(xo, )1}
considered that the order of message receptions can devigt%L (17%) — {se I:(R)“' 5z !'S> € X} aré the(():ioséd
from the order of message transmissions due to the netvvogEd mygrked' Ianguag@enératec(:)l’by the ?ilnite automatdt
properties such as queuing delays in the switches. To this

S . réspectively.R is denotednonblockingif L(R) = Ly, (R).
end, we proposeommunication modelf®r each supervisor - .
A formal definition of the synchronous composition of two

K. Schmidt is with the Lehrstunl fir Regelung- automataR; and R can be taken from e.g. [14].
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decentralized supervisory control approach in [3], [4]sEi am(product at machine). Then, P can leave the conveyor belt
we give a brief description of the control architecture ando the left ¢ | ) or to the right { r). After am the machine

present several properties that will support our study. starts processingsj and finishes processing X after some
The outcome of the chosen control method is a’8et time. The high-level supervisoRs; over ¥5 = {amtr,
{R1,..., Ry} of n supervisors in a hierarchical relationshipt | ,f } ensures that the shared eveats f andt| occur

as in Fig. 1 (a). Each supervisor is represented by a finiguch that the product is not transported to the left befoge th
automatonR; = (X;,%;,d;, o, Xm,;) that recognizes the machine finished processing, ahd is always disabled.
respective closed-loop behavior. The hierarchical refati
ship can be formally described by a directed tfBg = R,
(R,R.,cr,pr) (see e.g., [15]). In this papeR denotes
the set ofvertices R,, is theroot vertexandeg : R — 27
andpr : R — R are thechildren mapand theparent map
such thatcg (Ry) is the set of childrenand px (Ry) is the
parent ofR; € R, respectively. Note that the unique highest-
level supervisorR,, does not have a parent, and any verte). Previous Work
without children is called deaf. In a large-scale DES (e.g., on a factory floor), the synthe-
With the above notation, the characteristic features afized supervisors are usually not implemented on a single
the control architecture are as follows. For each supervéontroller device (e.g., PLC) but rather distributed toesaV
sor Ry € R — {Ry}, there is anabstraction alphabet controller devices onetwork nodeghat are placed in distinct
Y C X, and it holds thatsy = [;_, ,..(X: N Zk), physical locations and connected by a network. Accounting
i.e., & contains allshared eventsvith other supervisors. for the interaction of the supervisors, this means that the
Also let X := ",j;ll 3. be the overall set of shared eventsoccurrence of each shared event Y, has to be synchro-
The abstracted superviscfik = (Xk,fjk,ék,fo,k,)?m,k) nized among all supervisors that sharevia an appropriate
is then defined such that(Ry) = Py, s, (L(Rx)) and  communication strategy.

Lm(Rk) = Pzﬁﬁk(Lm(Rk)) with the natural projection This_ issue was first a}ddressed in [1_1], [_12] under the as-
Py, 5, @ SfF — S}, Consequently, for each controller SUmption ofshared-mediurcommunication, i.e., all network

Fig. 2. Nodes on a Shared Medium.

I11. COMMUNICATION MODEL

Ry € R that is not a leaf ofl’z, it holds that _nodes use the same communication medium tc_) exchange
. . information (see Fig. 2). In these works, two main charac-
Yy = U Y andL(Ry) < || L(R;y) , (1) teristics of shared-medium communication were considered
1R €cr (Ry) LR €or (R) First, it had to be taken into account thadllisions can

i.e., each parent restricts the abstracted behavior of f&PPen on a shared medium, i.e., several nodes might want to
children. Due to the control architecture in [3], [4], thelransmita communicatiomessaget the same time. Hence,

overall closed-loop system is represented by a finite ailf? [11], @question-answer-commasttategy was introduced

tomaton R := ||7_, Ry over the alphabeE := |J/_, 5. to s_ypchronize gach shared event occurrence wh_ile avoiding
Furthermore, it is ensured th&t is nonblocking, i.e., collisions. Starting from the highest-level supervisgues-
tions are propagated along the hierarchy to the lower-level
L(R) = L(R). (2)  supervisors. These, in turn, provide the information if the

shared event is currently possible in the form ofarswer
to their respective higher-level supervisors. If all ansve
are present at the highest-level supervisocommandis
Z ~ issued that triggers the occurrence of the shared event.
: R R Formally, this communication idea was embedded into the
.. % t}r fllf ;, individual supervisors, and a finite automata represemntati
? am of the resultingcommunication modelas derived.
Ri all 5 Second, the possibility afynchronous broadcasbuld be
@) (b) ©) exploited by assuming that each message transmitted by a
network node is received by the other nodes synchronously.
Fig. 1. (a) Control Architecture; (b) and (c) Example: Maaifiring Unit.  Hence, thesynchronous compositioof the communication
models could be used to verify that the behavior of the
Example 1 illustrates the hierarchical control architeetu djstributed and networked control system complies with the
Example 1:Fig. 1 (b) shows a hierarchical architecturenehavior of the original closed-loop system.
with two levels andn = 3 automata. It describes the o )
operation of a manufacturing unit with a conveyor belt (B- Communication Strategy for Switched Networks
(R1) and a machine MR, see Fig. 1 (c)) that is controlled In this paper, we employ the basic ideas of [11] in order to
by a high-level supervisaRs. At the conveyor belt, a product model the required communication in the case sfvgtched
P can be transported from left I() before it arrives at the networkas depicted in Fig. 3. Here, we assume that each
machine (sensor S), which is indicated by the shared evesupervisorRy is implemented in an individual network node
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k that has a distindull-duplexconnection to a unique switch R, which causes a state change fr@rto 3, 1 to 2, and

Sm, 1.e., there are separate lines for incoming and outgoingto 2 in R;, Rs, and R3, respectively. Note that in both

messages. Hence, different from the shared-medium case, #; and R,, the commandam is accepted as there are no

switched network is collision free. As sendinggaiestion possible event occurrences that could make infeasible.

in our previous communication model was solely requirednalogously, the occurrences bfandt r are synchronized

to resolve collisions, we suggest an adapted communicatiamong the participating supervisors.

model with onlynoatificationsandcommands As stated above, the communication idea relies on the
Our communication strategy is based on the idea thé&ict that whenever a lower-level supervidey confirms that

information about the feasibility of each shared evert 3, an evento is feasible, the event must stay feasible until

is propagated along the supervisor hierarchy starting freen a higher-level supervisor commands the executiomr afr

lowest-level supervisors that sharend towards the highest- another event. We express this requirement by an additional

level supervisor that shares That is, each supervisdt; € condition that has to be met by each automaionec R.

R s.t.o € 3, sends anotification eventopr, (“o is feasible Whenever a high-level evente 3, is possible in a state of

in R;") to its parent supervisoRR, = pr(R;), whenever Ry, then no low-level event iz, — 3 is allowed to occur.

o becomes feasible. The pareR};, in turn, collects the If this condition is fulfilled, we denotd?, communication

notifications from all children that share. As soon as consistent(A further discussion of this condition is provided

all such notifications have been received, there are twin Section V-A.)

possibilities. Ifo € 3, i.e., the paren?; = pg(Ry) of Definition 1 (Communication Consistencyet R, €

Ry, also shares, then R, sends its own notification, to R — {R,} ando € k. Ry is communication consistent

R;. If o ¢ 3, then Ry, is the highest-level supervisor thatfor o if for all s € L(Ry) sit.o € YR (8)

sharess. Hence,R; can command the execution of

EL(Rk)(S) N Xk — ik) = 0. 3)
Node3 Noden ) L . . .
Sk _ Ry, is communication consistent if (3) holds for alle X.
Node?2 Nodey o .
C. Communication Model for Switched Networks
— Assuming communication consistency for all supervisors
. Sk e S, : Ri € R — {R,}, the presented communication strategy is
El’ _ _ _ _ now embedded in a communication model.
Nodel .- T o '+ Nodex 1) Leaf SupervisorsFirst, we consideteaf supervisors

Ry, ie., cr(Ry) = 0. As no events € 3, is shared with
a lower-level supervisor, no commands are issuedRhy
Note that the proposed communication strategy makes$ence, the desired operation & is to send a notification
use of the hierarchical control architecture. Each sugervi o, to the parent supervisaR; = pr(Rx), Whenever an
only needs to know its respective parent supervisor favento € 33, becomes feasible. To this end, we define two
sending notifications about the feasibility of shared eventypes of automata that capture the desired behavide,of
o € Y. Likewise, receiving notifications for a shared event
(@)

Fig. 3. Nodes on a Switched Network.

o € X, only requires information about the respective
children supervisors. This property will be used to model
the communication behavior in Section 11I-C. 2
At this point, it has to be emphasized that, different from @ »»»»» ,
the shared medium case, synchronous broadcast cannot be
assumed for a switched network as messages can for example
be delayed at the switch output ports while traversing theFig. 4. (a) Subautomaton d&y; (b) Subautomaton of? . (©) LY,
netw_ork. Hence, we d_escrlbe the receiving action of a The first automaton L7, _
prewously. sent r_10t|f|_cat|oerk at _R]- by a different event (Xakqukvéquxg LX) over the alphabet
log,. If o is feasible in all supervisors that shareR; can AJJ é 7 o mﬂ’t ted based the abstracted
command the execution ef, where it has to be made sure” 7.k — ~* U{ox, } is constructed based on the absracte
that still each supervisak), that shares can participate in ;uperwsorRk It expresses that exactly one notification,
its execution. We first illustrate this concept in the follogy 1S SNt whenr becomes feasible. A procedure to determine
example and then develop the communication model. L7 from Ry is outlined in Algorithm 1. For each state
Example 2:We assume that each supervisor in Fig. 1 (b®f 72k, Whereo is feasible, a state is added inLZ,. It
is in its initial state. Then, the first shared event that cafemorizes the transmission of the notification, before
occur isam While R, can immediately send a notification @ can occur. Furthermore, Fig. 4 graphically illustrates the
amg,, Ri has to wait until eitheff r or f1 occurs before construction ofL7,. Fig. 4 (a) represents a subautomaton
stating the feasibility omby sendincany, . After receiving of Ry, whereo is feasible in stater with y = 0x(x,0),
the notifications!amg, and !lamg,, R3 can confirm the ando;,o0;, 7, 7; € ¥) are other events such thaf, o; are
occurrence ofam by sending a command to botR; and feasible inz with z; = Sk(x,ai), xj = Sk(x,aj). Also, 7;

@)



ando, 7; are feasible inv; andx;, respectively. Therl.?

(i): Ry receives notificationdor, from the supervisors

is obtained fromR,, by replacing each subautomaton as inR1 € c%(Rx) and can send the command fer if all
Fig. 4 (a) by the subautomaton as in Fig. 4 (b). AnalogouRotifications have arrived. At this point, it has to be addees

to Algorithm 1, the new states andz; are added to record
exactly one occurrence afg, before o itself is feasible
even if another event (such ag) occurs. As an example,
ngl for R; and R3 in Fig. 1 is shown in Fig. 4 (c).
Algorithm 1 (Computation oL? ,): Let Ry, be given as
in Section 1I-B, and sefX 7, = X, A}T,k =XpU{ogr,},
x5 1= Zok, ANA X = Xy . The transition function
47 1s defined as follows.
for all z € X, s.t.6i(z,0)!
X7y = X7, U{#}
5;77k(x,01;:k) =& anddf, (2, 0) := 6(x, 0)
for all z € X,
forall 6 € ¥ (z) — {0}
y:=6(z,06) anddf . (z,6) ==y
if &€ X7, andgze X7

67,(2,6) =79
if 2 € X7, andg & X7,
67,(2,6) =y

The second automator; over the alphabefly
Y U{og,|o € 31} expresses that for each € %, the
notification o, can only be given whem is feasible in
the original supervisoRy. L; is obtained by replacing the
subautomaton of?; if Fig. 5 (a) by the subautomaton in
Fig. 5 (b), i.e., a selfloop witlrg, is added in each state
whereo is feasible inR;. L, for Ry in Fig. 1 (b) illustrates
this concept in Fig. 5 ().

trg,

(@)

Fig. 5.

(©

(a) Subautomaton at;; (b) Subautomaton of.;; (c) L.

Based onL,, andL?, for o € %, — 33, we now define the
communication modelCM) Cy. = (Qk, L'k, vk, qo.k, Qu k)
over the alphabdf; for any leaf supervisoR;, as follows.

Cr = Li||(l ez, LT k)- (4)
Semantically,Cy expresses that for each evente Sk, it
holds that exactly one natificatiomg, will be sent to the
parent supervisor as soon aecomes feasible ify.

Example 3:The CMs C1 := Li[|L3T||LY"[|LY), and
Cy = Lo||L3T||LE , for the leaf supervisors?, and R,
in Fig. 1 (b), kespe/ctively, are depicted in Fig. 6.

2) Non-Leaf Supervisord-or notational convenience, we
introduce the map:% : R — 2% sit. ¢%(Ri) := {R;, €
cr(Ry)|o € ¥;}. It denotes all children oRy, that share the

evento. If R, € R is not a leaf supervisor, then for each

o € Yy, there can be two situations: (I} is the highest-
level supervisor foro, i.e., o € X — X or (i) Ry is an
intermediate-level supervisor for, i.e., o € Y.

1Algorithms for the remaining automata in this paper are mwiire[16].

that synchronous broadcast is not possible in a switched
network. Consider thak; sendsopr, as described in Fig.

4 (b). Then it can happen th&t, commands the execution
of another event; # o, that is also feasible before the
notification !o, is received, i.e., the state @t; changes
according to the occurrence of. If o is no longer feasible

in Ry, this means thdb iz, can no longer be accepted By,.

As we intend to provide a CM that accepts all notifications,
we incorporate the possible delay in our model. We describe
the communication behavior &, w.r.t. R; and the event
o€ Xk — Sk by the automatonHy, over the alphabet
117, := 3,U{log, }, where each subautomaté as in Fig.

7 (é) is replaced by the subautomaton in Fig. 7 (b). Note that
the receiving behavior in Fig. 7 (b) almost identically rons

the sending behavior in Fig. 4 (b). The only difference ig tha
a delayed natificatiotv , is accepted in state; even ifo is

no longer feasible. The additional staigis a copy ofx; in

Fig. 7 (a), i.e., it has the same transitionsasAlso note that

a possible delay is irrelevant for commands — 3 that

are sent by, since all supervisors that receive the command
must be in a state whereis feasible due to communication
consistency in Definition 1. Hence, commands need not be
split into distinct sending and receiving actiod, | for Rs

in Fig. 1 (b) andt | is shown in Fig. 7 (c). '

For notational convenience, we combine all communica-
tion behaviors for an event and a supervisoRy, to form
H over the alphabefl].

Hy = ||l,RL€C%(Rk)H;€T,l andlly = ||l,RL€C%(Rk)Hg,l' )



Fig. 9. (a) Subautomaton d&;; (b) Subautomaton oNY ;5 (c) Néfl.

command, e.gg; is issued byRy, an immediate subsequent
Fig. 8. (a) Subautomaton dt;; (b) Subautomaton of 7 ;. command for another event can only be issued if that event
was already feasible (e.gs, in statez) as otherwise first
In case (i), in addition to receivingrp, from eachR; €  the notifications have to arrive @ (e.g., forr;). Hence, a
% (Rx), Ry, also has to send a notificatior, to the parent gejayed notificationdz,) will always arrive before the next
Sl;fP?rVitsloer = pR(ﬁg&é”fPr?er ITO ;Jse"thet_pier?rchy command ;) can be issued. Thewitched network model
iciently, w ir notification o o ._¥
!eO'RC ?ror?/{ thz Sclﬁl?lgre;n supgrvissorcsobi(f:os;easer?din(g:]aitg c?wévk’l ov_eerJ =2 Uion lon ) f_or each _eventr_ and the
. Y ) upervisorsk;, and R; captures this behavior. It is obtained
notification o, to the parent. Hence, instead &7, as from R, by replacing each subautomaton in Fig. 9 (a) by the
in case (i), we propose to use an automatgh) over gypautomaton in Fig. 9 (b). It expresses the alternate sgndi
the alphabe®©f, := ¥j U {log,,or,} by replacing each and receiving action forz, and!or,. In particular, delayed
subautomaton of?; in Fig. 8 (a) by the subautomaton in notifications (or,) preempt subsequent commands) (as
Fig. 8 (b). Here, the reception dfr, is analogous to Fig. characterized in state;. N1\ is depicted in Fig. 9 (c).

7 (b). The additional states, z; express the fact thatg, Combining the behavior of the network nodes represented
is only sent iflor, has been received andis feasible. by their respective CM§’}, and the behavior of the network
Then, the communication behavigf over the alphabet characterized by the automatsy;, the behavior of the
07 for Ry ando € 3, can be determined as overall communication system can be determined as an
I = [ Ig, andey = U 7. (6) automatonC' over the alphabef := | J;;_, s, as follows.
LRi €% (Rr) LRIECE, () C = (=1 Gl (e, V7)), andj = pr(Ri). (8)

Using (5) and (6), the CM’y, = (Qk, 'k, Vi, 90,ks Qm k) Example 5:For the communication system as in Fig. 6,
over the alphabdty, := (U, s, ©7)U(U,csx, s, 1I7) fora  the overall communication behavior is represented by
supervisorRy, that is not a leaf in the h|gr§1rch|cgl trée; is C = (||i:1ck)||N§T||N§,?||N§,2||N§,r1||N§,'1-
computed as the synchronous composition of its component } o7
communication behaviors and the original supervigpr B. Correct Operation of the Communication System

o _ 70 170 The CMs in (4) and (7) were constructed in order to model
O = (lloes, TN loex, —s, HE I Br- (?) the required information exchange for the synchronizatibn

As all automatal; and Hf are computed based ofi,  shared events in the hierarchical control system described
for I such thatR; € cr(Ry), andL(Rr) C |[i;,r,ecr(re) B in Section 11-B. In this section, we verify that the CMs
according to Section II-B, the synchronous compositiomwitindeed express the same nonblocking behavior as the drigina
Ry, in (7) is required to implement the actual control actioncontrol system. To this end, it has to be shown that for any
Also, the functionality ofL; for the computation o’y in communication sequence L(C), (i) its corresponding
(4) is already captured by and Hf, respectively. original strings := pr_x(c) is an element ofL(R) (the

Example 4:The CM Cs = H3M|HL" |[|HY' [|HS for R3  communication system complies with the designed closed-
according to (7) is shown in Fig. 6. Note that in the statemop behavior), and (i) there is an extensidnc I'* s.t.

16, 17, 18, and 19, the notification!t r , is still accepted c¢d € L(C) and pr_x(cd) € Ln(R) (the communication
although the alternative event already occurred. system is always able to reach a marked state in the original
closed-loop behavior). Theorem 1 states the desired result
] o A proof of Theorem 1 is provided in [16].

A. Behavior of the Communication System Theorem 1:Let ¢ € L(C) ands := pr_x(c). Thens €

In addition to the CM of the network nodes, the behaviol (R) and3d € I'* s.t.cd € L(C) andpr_x(cd) € Lin(R).
of the switched network itself has to be considered. Assume In this section, a CMC}, that is intended for commu-
Ry, and R, are supervisors witlr € £, and R, = pr(R;). nication on a switched network was determined for each
Then,R; can send notificationsy, according taC; while R, supervisorRy,. Furthermore, it has been shown in Theorem 1
receives the notificatiorls , according toCy. Furthermore, that communication according to the CM%, k=1,...,n
the construction off7; in Fig. 7 suggests that whenever adoes not affect the original behavior of the supervisrs

IV. COMMUNICATION OPERATION
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@0_1%5@0’@ VI. CONCLUSIONS

In this paper, thedistributed implementation of hierar-
chical discrete-event supervisors orsaitched networks
addressed. In particular, we develop a communication-strat
egy that synchronizes the occurrencesbfired events/hile
respecting the properties of the switched network and the
hierarchical control architecture. Hence, @ammunication
model suggests the level-wise propagation of information
about the feasibility of shared events, and it accommodates
messages that arrive out of sequence. We introdioce-
munication consisteng¢yand show that the behavior of the
resulting networked system complies with the behavior ef th

O,

Ry,

Fig. 10. Supervisor®?;, Ry and R;; CMs C;, Cy, and Cj.

k =1,...,n. In particular, the nonblocking behavior that isoriginally designed supervisors if this condition is fuéd.
guaranteed by the original Supervisors is preserved_ In future work, we will combine the results in this paper
with the results in [17], in order to derive bounds for the mes
V. DiscussioN sage delays that are encountered by distributed discvetg-e

In this section we provide a brief discussion of the comsupervisors on switched networks. Furthermore, a study of
munication consistency condition as required in Definitlon the communication behavior of a large-scale manufacturing
and the level-wise propagation of notifications. system with50 distributed supervisors is under way.
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