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Abstract— The paper extends previous work, where we develop subsystems. A natural projection, where stered events

a control theory for nonblocking hierarchical control of decen-  of the decentralized subsystems must be contained in the

tralized discrete event systems (DES). The results are baten high-level alphabet, is used for hierarchical abstractfer

two technical conditions for the hierarchical abstractior it has . : . . o

to be (i) locally nonblocking and (ii) marked string accepting. nopblockmg a_md hlerarch|gall){ cop5|§tent control, it &
quired that this natural projection is (®cally nonblocking

In this paper, we investigate the systematic construction fo 54 (i) marked string acceptingSimilar to the observer

the hierarchical abstraction. Starting from an initial nat ural algorithm in 1101, we develop a procedure to modify an initia
projection which need not fulfill (i) and (ii), we provide an 9 [10], pap y

algorithm to compute the hierarchical abstraction with the —natural projection such that the resulting natural pragect
coarsest equivalence kernel finer than that of the initial naural  satisfies (i) and (ii), and has the coarsest equivalenceskern

projection, and such that (i) and (i) hold. Our approach extends  possible. However, in our case, the choice of the initial
the work in [10], where the authors compute observers for the  na1yral projection is straightforward; it is the projection
hierarchical control of DES. .

the shared events of the decentralized subsystems.

. INTRODUCTION The outline of the paper is as follows. Basic definitions of

supervisory control theory are recalled in Section Il. #ect

Recent approaches for the control of large-scale discrefig discusses the features of the hierarchical and dedéreth
event systems employ hierarchical control architectuoes fapproach in [7] and formalizes the problem statement. Our
reducing the computational complexity of supervisor syng|gorithm is developed and illustrated with an example in
thesis [1], [3], [4], [6], [7], [9], [11]. In hierarchical @hi-  Section IV. Section V elaborates how the algorithm can be

tectures, controller synthesis is based on a plant abstnact applied to build an architecture for nonblocking hieracaihi

(high-level model), which is supposed to be less complexnd decentralized supervisory control.
than the original plant model (low-level model). The main

guestion is how to derive the plant abstraction and the low-
level supervisor implementation of a high-level controlle
such that the low-level closed-loop system is nonblockin
and satisfies the expected high-level behavior.

Il. PRELIMINARIES

$he set of all finite strings over a finite alphafaeis denoted
2", We write 515 € Z* for the concatenation of two strings
All of the above approaches assume that the high-levél, s2 € Z*, ands; < swhens; is aprefixof s, i.e. if there is
observation is given. The method in [1] employs a twoa strings; € X* with s= s15. The empty string is denoted
level control hierarchy such that hierarchically consisend € € 2*, i.e. s =es=s for all s€ Z*. A languageover =
nonblocking control are guaranteed by construction. In [3]s @ subseM C >*. The prefix closureof M is M := {s, €
[4], [6], [9], certain conditions for nonblocking and hiechi- 2*|3s€ M st. 53 < s}, andM is prefix closedf M = M.
cally consistent control are required. However, little moivn
about the systematic choice of high-level observation$ su
that these conditions are fulfilled.

The natural projection p: >* — X, i = 1,2, for the union
P 21 UZy is defined iteratively: (1) lepi(e) :=¢; (2) for

se X, o€z, let pi(so) :=pi(s)o if o€ %, and pi(so0) :=

A first result in this direction is elaborated in [10] based orpi(s) otherwise. The set-valued inversemfis denotedp; * :

the theory of observers in [11]. An observer with the codrse&; — 2% . Thesynchronous product MM, C =* of M; C 5,

possible equivalence kernel that is finer than that of amainit i = 1,2 is M1||Mz = p[l(Ml) N pgl(Mz) C ¥,

causal reporter maps computed. Nevertheless, the choic

e . . . .
of the initial reporter map is not obvious. A finite automatoris a tupleG = (X, ,,Xo, Xm), with the

finite set of states X the finite alphabet okventsZ; the
In this paper, we consider the hierarchical and decentrgbartial transition functiond : X x = — X; the initial state
ized architecture presented in [7], where the overall sgstexy € X; and the set ofmarked states X C X. We write
is modeled by the synchronous product of decentralizex,o)! if & is defined at(x,0). In order to extend to



a partial function onX x X*, recursively letd(x,€) := x c. the decentralized low-level/high-level pai@;, GI") are

and d(x,so) := 8(d(x,s),0), whenever bothk' = &(x,s) and locally nonblocking and marked string accepting, as
O(X,0)!. L(G) :={s€ Z*: d(x0,9)!'} and Lm(G) := {se formulated in Definitions 3.1 and 3.2 below.

L(G) : 8(xg,S) € Xm} are theclosedand marked language ) _ o

generated by the finite automatd®, respectively.G is The approach is computationally efficient as the qverall
nonblockingif Lm(G) = L(G), i.e. if each string inL(G) system negd not be compgted for both the abstraction and
is the prefix of a marked string iom(G). For any stringse e supervisor implementation.

L(G), Z(s):={o|so € L(G)} is the set of eligible events after

s. For a definition of the synchronous compositiGa||G, N > _
see e.g. [12]; in particularm(Gy||G2) = Lmn(G1)||Lm(G2). Sh « G"
In a supervisory control context, we wrile=2:.UZ,, ZcN 4_‘_¢
>, = 0, to distinguishcontrollable (Xc) and uncontrollable _ ™
(Zue) events. Acontrol patternis a sety, >,c CyC 3. The ph pl e L,
set of all control patterns is denot€d 2%. A supervisoris } GT . }
amapS: L(G) — I', whereS(s) represents the set of enabled | % " Ghi| |
events after the occurrence of strirgy i.e. a supervisor } : }
can disable controllable events only. The languag®/G) [ t—-
generated bys under supervisiois is iteratively defined by pgec pdec
(1) € L(S/G) and (2)so € L(S/G) iff s€ L(S/G),0€ S(9) L . i S
andso € L(G). Thus,L(S/G) represents the behavior of the } T | ;( G ]
closed-loop systerAlso let L (S/G) :=L(S/G) NLm(G). } L= = 4} fa B RO }
| : .Sqo \ | > Gn| |
I ==
I1l. HIERARCHICAL CONTROL APPROACH
Fig. 1. Hierarchical architecture
In [7], we develop a hierarchical approach to the control of
decentralized DES, as illustrated in Figure 1.
A decentralized DE$ a synchronous product systéBi=  From the perspective of each individual subsyst@&n

|L1Gi where eaclG;, fori=1,...,n, is a finite automaton nonblocking control is based on two different types of
with event alphabe®;, and the event alphabet d& is conditions. Verifying mutual controllability of the high-
= UL, 3. High-level abstraction&!" of the low-level level languaged (G) (b.) involves the other subsystems.
subsystem@, are computed by evaluatmg the natural proin contrast, the locally nonblocking and the marked string
jectionspec: 5 — (=M)* of the low-level languagek(Gi)  accepting condition (c.) exclusively depend on the behavio
andLm(Gi) such thatl (Gf') = pf*{L(Gi)) andLm(G]") =  of each individual tuplgG;,Gl"), denotedprojected system
pf‘eC(Lm(Gi)). We require that (PS), and the choice of the high-level alphabet (a.).

a. the high-level alphabetih' are chosen such that The latterstructural conditions, which only depend on the
U, (ZinZ)) C zhl cys, ie. zhl contains all events System structure of each PS, are the focus of this paper.
shared with other components. Throughout Sections Ill and IV, we will make a notational

simplification (an avoidance of subscripts) by replacing th
The overall high-level modelG" is defined such that pair (Gj,G[") with (H,H"), having event alphabet and
L(G") := p"(L(G)) and Lm(G") = p"(Lm(G)) with the =" C % and the natural projectiop™ : =* — (2M)*.
natural projectionp™ : =* — (P, 2M). Using assumption
a., it can be shown [9] thaG" = || ,G". This means
that instead of deriving the high-level modaf from the
overall low-level modelG, a parallel composition of the
decentralized high-level mode@hi can be evaluated. The
tuple (|",Gi, ||, GM) is denoted alecentralized projected Definition 3.1 (Locally Nonblocking Condition):et
DES A nonblocking high-level supervisd®" for G" and (H,H") be a PS. The strings" € L(H") is locally
a high-level specificatioe" C Ln(G™) is implemented by nonblocking if for all s € L(H) with phi(s) = " and
decentralized low-level supervisof that exist if vo e Zh(g), Ju e (Z—2M)* st suo e L(H). (H,H") is
locally nonblocking if this is true for alg" e L(H).

A PS (H,H") is locally nonblocking if for all low-level
stringsse L(H) and for all high-level events € =" which
are feasible after the high-level string'(s), there exists a
local path starting frons on which events can occur.

b. the high-level languages(Gl") are mutually control-
lable (see [5]). For formulating the marked string accepting condition, the

set ofexit stringsis needed. For a given P&,H") and a
The hierarchical and decentralized control architecturarg high-level strings” € L(HM), the set of exit stringéex(s")
antees nonblocking and hierarchically consistent coritrol is the set of corresponding low-level strings which have a



high-level successor event, ilax(s") := {s€ L(H)|p"(s) = IV. COMPUTATION OF MSA-OBSERVERS
A (Boe st.soeL(H))} C 3

A. Basic Notation
Marked string acceptance guarantees that if the high-level

system passes a marked string, the low-level system also W4 first present basic results from set theory. We denote
to pass a marked string. E(M) the set of all equivalence relations on the BetFor

_ pe E(M), [m, is the equivalence class containinge M.
Definition 3.2 (Marked String Acceptance)et (H,H") be  The set of equivalence classes |ofis written asM/u:=
a PS. The string" € Lyy(H") is marked string acceptidg {[m],/me M} and the canonical projection £PM — M/p

if for all s€ Lex(s) maps an elemenh € M to its equivalence claspn|,. Let
f:M — N be a function. The equivalence relation Keis
3¢ < swith p"(s) =s" ands € L(H). (1) the kernel off and is defined as follows: fom,m € M,

m=m mod kerf iff f(m)= f(n).

(H,H") is marked string ?ccepting #" is marked string  Given two equivalence relatiomgandponM, n <y, i.e.n
i i i ’ ; =
accepting for alls" &€ Li(H™). refinesy, if m=m modn = m=m modu for all mm e
According to condition a., the choice of the high-leveIM' With the partial orders, we usev and A\ for the join

alphabetszihi is restricted bYU#i 5Nz C Zihi cs. To and the meet operations of the lattiggM).

keep the high-level mode#i™ small, a natural candidate is Let M andN be sets and : M — 2N be a function. Also
5" = Uj4i(ZiNZj). However, choosing thig", the locally assumep € £(N). The equivalence relatiofio f on M is

nonblocking and the marked string accepting condition neatkfined for allm,m’ € M:3

not be fulfilled. An intuitive solution to this problem is -

presented in the following example. m=m modpof < cpy (f(m)) = cp¢(f(nf)),

Now let fi : M — 2M be a function, wheré ranges over an
index setl. ThenS:= (M,{fi|li € I}) is called adynamic

system[10]. ¢ € E(M) is called aquasi-congruencéor S

if ¢ < Aics(¢o fi). The quasi-congruences f@& form a

complete upper semilattice of the lattiéggM) [12].

B. Existence

In this section, the problem discussed in Section Il is
formally stated and solved for the RSI,H"). The set of
transitions of the automatadn is denotedTy := {(x,0,X) €

X x Zx X|¥ =08(x,0)}. A relabelingof H is another automa-
ton H with the same states a$, together with a surjective
functionr : Ty — Ty such that for allx,xX' € X = X and for

all o € 2, we haver((x,0,X)) = (x,6,X) for somed € 2.
We refer tor as therelabeling function

Fig. 2. Automaton with relabeling

_ We adapt the following result on the prefix-closure func-
Example 3.1:Consider the P§H,H") for the automatad  tion pre :3* — 2= with pre(s) = {s} for s £* [10].4
andH" in Figure 2, wher&" := {a,B,y,8,¢,y}. (H,H")  The kernel kep" of p" for L(H) is a quasi-congruence
is marked string accepting but not locally nonblocking.  for (L(H),pre). If s,§ € L(H), then pM(s) = p"(s) =

hi hi i
) . _ ) p"(pre(s)) = p"(pre(s)). Also, for any quasi-congruence

An ad hog lsolutlon to the problem is obtained if the Iow-u on (L(H),pre), there is a relabeling : T — Ty with a
level transitions from state 3 and 7 to state 6 are relabeled 51, ral projectiorp™ : 5+ — ($M)* for L(H) s.t. ke = pu.

(as indicated in Figure 2) and" = 3"U {k} is used as the

high-level alphabet. We can now formalize the problem in Section III.
Thus, the question arises if there is a systematic way fgoPlem 4.1:LetH be an automaton with the event alphabet
determinesh such that condition c. holds by adding high-2 |6t =" S Z be a sub-alphabet, and Ipt: = — ()" be

level observations. The next section provides an algorithme n_atural projection. The problem is_ to_find (i thﬁ coarses
for computing the minimaE" meeting condition c. The qyam-congrgenqpfor (L(H),pre) tha_t is finer 'Fharp »and
corresponding natural projection is called msa-observer (i) @ relabelingH of H with relabeling functionr : Ty o

Ty, and a sub-alphabé&f" C 5 with natural projectiorp™ :

INote thats" € L(H") — Lyy(H") = (p")~1(S") NLm(H) = 0. 3The natural extension of gpto sets is used.
2relabeling inH just changes the observation sent to the high level. 4In [10], the result is established for a causal reporter map.



5 — (M) with kerp" = i for pfrom (i), such that the pair states in the quotient ang = cp,(Xo) and Ym = cp,(Xm),
(H,A") satisfies condition c.; i.e. it is locally nonblocking respectively. Also let" C = and oo ¢ = be an additional
and marked string accepting. label. We callH,, sni := (Y, MU {a0},V, Yo, Ym) the quotient
utomatonof H for =" andp, where the induced transition

Regarding Definition 3.1 and 3.2, two post-sets for langaag ctionv 1 Y x (MU {go}) — 2¥ on the quotient is
: 0

are needed to find the quasi-congruence in Problem 4.1. T

M-local post-setontains all extensions sfwith at most one {cnu(3(x,0))Ixecpt(y)} if oe shi
event in=". The M-msa post-semaps strings that violate v(y,0) := {Cp“(é(x’y)”ye (Z -z,
Definition 3.2 to the local post-set ef The remaining strings X e Cpﬁl(y)} —{y} if 0=0p

are mapped to the empty set. ) o
In order to determine the msa-observer and similar to the

Definition 4.1 (post-sets)tet H and p" be as above and let post-sets in Definition 4.1, theuccessor event transition

M CL(H). TheM-local post-sebf s€ L(H) is Ipogy(s) :=  functionand thenonmarked transition functioare used.
{ue (Z—2")*3(z - zM)*|sue M}. The M-msa post-seof o .
seL(H) is defined as Definition 4.3: Let H and X" C X be as above. Lek =
. . 0(Xo,s) for se L(H). Thesuccessor event transition function
0 if equation(1) holds Ag i X — 2X is defined foro € =" as
Iposy*qs) := VSex € Lex(P"(9)) S.t. S < Sex . .
lposy(s) otherwise Dg(x) 1= {8(x,u)|u € Ipog ) (s) N (Z—Z")"o(Z - Z")"}.

The marked string accepting (msa)-obsenverintroduced The nonmarked transition functioAnm : X — 2% is
for formulating Lemma 4.1. If the map" is aL(H)—msa- . msa
observer forL(H), then the corresponding P&, H") is o) = GgmAc(x) if Iposyyi) (s) # 0
locally nonblocking and marked string accepting. 0 otherwise

Definition 4.2 (M-MSA-Observer)The natural projection e define the dynamic systefh:= (X, {Ag|o € =M} UAmm).
po DI Zé W|th ZO g > iS an M—msa-obsel’verfor the The coarsest quasi_congruew for |:| is
automatorH with M C L(H) if ker pg is a quasi-congruence

for (L(H),pre), (L(H),lpos,) and (L(H),posysd). b =supfpe EX)u< A (Hodo)}.  (3)

) . ezhiu{nm
Lemma 4.1 (MSA and LNB):et H, =" and p" be as in » _ = o S
Problem 4.1. The natural projectiop’ is a L(H)-msa- An efficient algorithm for computinguy is given in [2].

observer fo if and only if (H,H") is locally nonblocking Based onyy, Theorem 4.2 establishes the relation between
and marked string accepting. the quotientH, . sn and anL(H)-msa-observet.

In the light of Lemma 4.1 and Problem 4.1, we want torheorem 4.2:Let H and p" be given as above and lgf;
determine the coarsest quasi-congruence which is finer the@ the quasi-congruence in Equation (B! is an L(H)-
the kernel kepm of an initial natural projectiorpm. msa-observer ifHu,q,zhi is deterministic and contains ray
transitions. In this caséj,,. sn is a minimal state recognizer

* . hi :
Thsa = sup{mte Z(L(H))[m< (kerpip)A (2) of p"(Lm(H)) and can be computed in polynomial time.

(1o pre) A (1o Ipos ) ) A (Tto IpogTiiy) }-
) i The remaining question is how to proceed HLH,zhi is
The supremal elementty, exists as the quasi-congruences,,,qeterministic or hasg transitions. Algorithm 4.1 solves
form a complete upper semilattice of the latti€€L(H)).  this problem by relabeling transitions  using Hyy, hi

Theorem 4.1: p= 1, in Equation (2) is the quasi-

H _ . . hi
congruence which solves Problem 4.1 (i). Algorithm 4.1 (MSA-Observeninput: H, 2.

1. computepy according to Equation (3).
2. computeH“H’Zhi.
3. if Huﬁ’zhi is deterministic and has nop-transitions

The above theorem extends the theory of observers discussed
in [10]. It can be shown that if the natural projectipfi is an
Lm(H)-observer, then it is also dr(H)-msa-observer, while

the converse implication does not hold. « H=H, 2" = 3" terminate.
else
C. Algorithmic Computation . (|_‘|7ihi) =relabel|1H(H,HuH,zm,Zhi)

_ 3 shi _ $hi.
We now turn to the construction of an msa-observer to fulfill « H=H,3"=3% go toStep 1.

part (ii) of Problem 4.1. The algorithm below is adapted fro"butput: A,

an iterative procedure in [10]. _

) ) The relabeling function relabrgI(H,Hu'q shi,2M) is imple-
Let u be an equivalence relation on the state Xeof H  mented by the following algorithm.
with the quotient seY := X /u and the associated canonical

projection CR:X =Y. The initial state and the marked S5The results of this section are proven in [8].



Algorithm 4.2 (relabeling):Input: H, Huq,Z“" shi, The quotient automatoh-luﬁ,zm is shown in Figure 3. It
R has a nondeterministic transitioa in state (0,1,2) and

reIabeIsHuﬁvzm to Hug,i“‘ over  two gp-transitions. Thus, the corresponding transitions must
be relabled inHuﬂ’zhi and in H according to Algorithm
4.2. As an example, we choos¢((0,1,2).0,(3,6,7))) =
o T((,0,Y))=(y,6,y)ando#6=6¢ (ZU{oo}), ((0,1,2),y,(3,6,7)) and thusr((1,a,3)) = (1,y,3). The

i.e. always relabel with new labels. resulting PS (H,H") with the high-level alphabet =
. if (y,6,Y)=r(y,0,¥) and(zV,Z) =r(zy,Z) with  {a,B,0,&, 0} is equal to the PSH,H") in Example 3.1.

o #Y, thend # ¥, i.e. transitions with different Thus, after one more iteration, the observer algorithm ter-

original event labels have different new labels.  miniates with the squtiorQl:i,ihi) in Example 3.1.

1.r: THLI"
i

= Ta
Ap HA
>N with the following restrictions:

sh shi

2. r:Tq — Ty relabelsH to H according tor. Assume

K V. CONSISTENT RELABELING OFDECENTRALIZED DES
(%,0,X) € Ty.

The algorithms in Section IV-C provide a method to compute
a relabeling and a locally nonblocking and marked string
accepting natural projection for a single RE,H"). As

«if o e and r{(cp, (x),0,cp (X)) =
(Chy, (x),é,cpuH (X)) with 0 #£ 6

=r1((x,0,X)) = (x,6,X). the control architecture introduced in Section Il invalve
) b , decentralized projected systeq®PS) (||, Gi, || ,GM), the
«if 0 ¢ z and r{(cp, (X),00,6R; (X)) = effect of relabeling one automatda®,, 1< k < n, on the
(cpy, (X),6.cp, (X)) overall synchronous behavior has to be investigated. ®o thi
oA end, consider a transitioge = (x1,0,X2) € Tg, which is
= r((x0,X)) = (x.8,X). relabeled to(x,T,%) in Tg ., i.e. n((x,T,%)) = Ge. If ©
Output: H, SN, is not contained in any of the other alphabets, that @2

for all i # k, there is no effect on the other subsystemsras
occurs asynchronously. In case tloat 3; for somei # Kk, a
relabeling ofo in Tg, changes the synchronous behavior of
the decentralized subsystems. We can bypass this problem
by adding a new transition containing the eventor any
transition containingo in the subsystemss;, i # k. The
following definitions formalize this idea.

H—H

Definition 5.1: Let Gk be an automaton with the relabeled
automatonGk. The mapRy : 2x — 2k is defined as

{ o if k= (X1, T,%) € Ték s.t.

R«(1) = (@) = (x1,0,%2) #q,

T otherwise

The functionRy denotes the map from the relabeled events

Fig. 3. lllustration of the msa-observer algorithm to their original eventsRy : i; — Z; is the extension oRy
to strings withR«(€) = € andR(St) = Re(§)R«() for S 2
andt € 2.

The application of Algorithm 4.1 results in the main theorenp€finition 5.2h(Consistent relabeling)-et _
" ,G") be a DPS and leGy be a relabeling

of this section. Given an automatbhand a high-level alpha- (Hin:lGi’”i,: . .
betz", the observer algorithm returns a natural projecpiin ~of Gk with R agchci)gdlng to Def'[“t'f’hri‘ 5.1 and the
for the relabeled automatdd such that(H,AM) is locally ~Nigh-level alphabety’.> The t#ple (Gi, "), 'Arf k'is a
nonblocking and marked string accepting. Gg.ns'stim relabglhmgof (Gi,Z") wrt (Ge,2y') if (i)
_ 2" =3"U{t e PR(1) € Zi} and (i) for all T € 2
Theorem 4.3:Algorithm 4.1 withH and=" terminates inat and Vg € Tg, such thatg = (x1,R«(T),%2), it holds that
most |X| steps. If the algorithm stops with the automatdn (x;,1,x;) € Te,- The DPS(Hin:léivHin:léihi) is a consistent
and the aLphabah', then the kernel of the natural projectionre|abe|ing of (||, Gi, ||in—1Gihi) W.L.t. (ék,iﬂi) if each tuple
p" for L(H) satisfies kep™ = Tfq, (Gi,2M), i £k is a consistent relabeling ofG;, =) w.r.t.
b
Example 4.1:Let H be as in Figure 3 with the high- (G, 2¢)-

level alphabet="" = {a,B}. We follow the procedure in |t is readily observed, that for all = 1,...,n, it is true
Algorithm 4.1. The quasi-congruengg in (3) evaluates to that Re(L(Gi)) = L(Gi). Yet, it has to be shown that the
Mg = {{0,1,2},{3,6,7},{4,5},{8}} (for example compare

Anm(3) = Anm(6) = Anm(7) = 0 andAnm(4) = Anm(5) = {8}). The corresponding natural projection pgec: 5 — (Shiy,



synchronous behavior of the decentralized systems is ngl(Zi NZj), Algorithm 5.1 can be applied to the DPS
changed by the consistent relabeling. Lemma 5.1 providgg G;,||" ,G"). As all PSs(G;,G!") of the resulting DPS

this result. (JI"_,Gi,||"_,GM) are locally nonblocking and marked string
accepting, the hierarchical and decentralized approa€H in

Lemma 5.1 (Consistent relabelinget  (|",G;, || ,GM) can be applied

be a consistent relabeling of||",G;,|[",G") w.r.t.
(Gk,AZE') and define the natural projectiops: 2* — 2 and

B :3* S Then VI. CONCLUSIONS
: ;.

R(L(G)) =Re(|1L(G))) = [|;L(Gi) = L(G), (4) A hierarchical and decentralized control architecturealhi
R (LG = Re(1N L L(GNY) = 11N . L(GM) = L(HNY. (5 reduces the computational complexity of DES controller
RUL(ET) = Rellli=aL(G1) = =L (G) (H).G) synthesis for large-scale composed systems was elaborated
The same equivalence holds for the respective marked lain-[7]. Nonblocking and hierarchically consistent contcah
guages. be guaranteed if the natural projection used for hieragathic

A further beneficial property of the consistent reIabelinigig;g::gporlseg)ézcgljlﬁSr;/z?ebrl:lj_cmntﬁg%g&?:g?g;g%%te q

's stated in Lemma 5.2. Besides the language equivalenEﬁé problem of automatically determining a natural pragect
also the locally nonblocking and marked string acceptin uch that () and (i) are fulfilled. To this end, we first

condition are preserved. . . ) I
P provided an algorithm which computes the natural projectio

Lemma 5.2:Let (||{‘:1(§i,||ir‘:léfi) be a consistent relabeling with the coarsest equivalence kernel that is finer than that

of (|IN1Gi, ||, GM) w.r.t. (Gy, 2. If the projected system of an initial natural projection for an individual subsyste
(Gi,GM) is marked string accepting and locally nonblockingn our case, the initial natural projection is given by the
then the projected systerfG;,G") is also marked string natural projection on theshared eventof the composed
accepting and locally nonblocking. system. Using this fact and applying the above method for

. . _all subsystems of a given composed system, we developed an
Using Lemma 5.1 and Lemma 5.2, we develop an Iteratlyglgorithm which computes the coarsest hierarchical abstra

relabeling glgquthm_. As stated. n The_orem .11t resu1t§ 'tion complying with the method for large-scale composed
a DPS which is suitable for hierarchical and decentrahzegglstemS in [7]

control according to [7].

Algorithm 5.1 (Decentralized relabeling): REFERENCES
Input: (|[L4Gi, L, G")
1. Initialize k= 0.

2. ki=k+1,
compute L(Gy)-msa-observerpd® for (Gy,GJ') from
(Gk, Gl using Algorithm 4.1,
determineRy as in Definition 5.1.

3. compute(||", G, ||"_,G") as consistent relabeling of
(14 Gi, ||, GM) w.r.t. (Gk, 2') according to Definition
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