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Abstract: Efficient controller synthesis approaches for discreenewsystems mostly provide a set
of interacting distributed controllers that are potefyiahplemented in networked controller devices.
Although the fulfillment of specified requirements and theaire of deadlocks is guaranteed by such
methods on a logical level, timing issues due to controtb@nmunication are not incorporated. Recently,
a formal communication model including real-time requiess for the reliable and safe operation
of distributed discrete-event controllers has been pregdyy the authors. In this paper, the real-time
communication operation of such distributed controllerdiscussed, and a sufficient condition for the
network bandwidth in order to meet the specified real-tingrit@ments is derived. A simulation study
of a manufacturing system model with 50 distributed cotgrslsupplements the theoretical result.

1. INTRODUCTION 2. COMMUNICATION MODEL FOR DISTRIBUTED

The efficient controller synthesis for discrete event syste DISCRETE EVENT CONTROLLERS

(DES) has been an area of intensive study in recent yearS; pistributed Discrete Event Controller

Approaches such as Barett and Lafortune (2000); de QueiroZ ISbU S v S

and Cury (2000); Leduc et al. (2005); Komenda et al. (2005) this paper we employ the hierarchical and decentralized
Schmidt et al. (2007a); Hill and Tiloury (2006); Su and TKist ¢qntro| approach in Schmidt et al. (2007a) for a distributed-
(2006); Feng and Wonham (2006) result in mterac_:trrtgjular __troller implementation. The approach is based on the assump
and decentralizedcontrollers, where controllers interact viation that a large-scale DES is composed of several intergcti
shared eventthat have to be synchronized. However, since th§ystem components, and results in aget {Ry,...,R¢} of
above approaches focus on controller synthesis, the aaliz " pES controllers for the different components in a hierar-
of this interaction remains an open question. chical relationship as indicated in Fig. 1 (a). Each coterol

As long as the controllers are implemented on a single deviée represented by a finite automatBn= (X, %, i, Xo;i, Xmi)
(PC, PLC, etc.), the interaction can take place internally,, With a finite set ofstates X a finite alphabet ofvents;,
via shared memory. In contrast, if each controller is placed @ partialtransition functiong; : X x Zj — X;, aninitial state

a different physical location, communication is requirétlis ~ Xoi € Xi, and a set ofnarked states ; C X following the
issue is addressed in Schmidt et al. (2007b), where we peopd¥tation in Cassandras and Lafortune (1999). We also inted
a communication modeind acommunication operationn a  i(X) = {0 € Zi[3i(x,0) exists as the set ofeasible events
shared-medium network for the control approach in Schmiach state € X;. Interaction among the different controllers is

etal. (2007a). In this contextpmmunication messageave to Mmodeled byshared eventthat have to occur synchronously in

be sent before a certain specifigeadline all controllers that share the event. Formally, this intéiom is
N o ) ) given by thesynchronous compositioof the controllers. Let

Reliability (continuity of correct service) arshfety(avoidance R R; € % be finite automata. Then, the synchronous composi-

of ctatastrophlg consequinpgs) .aretcﬂm(%%%af;d?p‘mdame tion R ||R; of R andR; is defined as the finite automatBy ; :=

system operation as in Avizienis et al. Inthis papefy s s % Y with X = X x X S = 5SS

the results in Schmidt et al. (2007b) are extended by dgivir}{?’_’z'“i“x.o&; X@JJJ))(XIT)Q‘U F(ﬁ:;(tjf;tiu'J X')ZIGUX%J-,

a lower bound for theetwork bandwidttthat is required for aﬁldja;)((eo\}lerr;(omz- Ml e tramsition function i X ] ]

the reliable and safe operation of the distributed corersl| € &jjjj» the fransition unc. ionts

Additionally, a large-scale manufacturing system modehwi (3i(x,0),8j(xj,0)) if o€ i(x)NTj(X;))

50 distributed controllers is simulated in order to valiltite 5 ((x x.),g) = (3i(xi,0),Xj) if o€ li(x)—Z;

formal results and to investigate the average performance. 1° 0717 (%, 9(xj,0)) if oelj(x)—2i

L . ) ) undefined otherwise
The paper outline is as follows. In Section 2, we briefly déscu

our communication model. Reliable and safe communicatiofccordingly, the overall system representation of thedriei-
operation are investigated in Section 3. Section 4 provalescal and decentralized controllers evaluates to a finiteraaton
simulation study, and we give conclusions in Section 5. R:= ||ik:1Ri, and the controller synthesis procedure in Schmidt



et al. (2007b) guarantees tHais nonblocking, i.e., from each e R3 can execute the task (shared eveamt) and needs

of its states there is a sequence of transitions to a markéal st to know when this event is possible in the low-level
However, note that the state spacdrafeed not be enumerated controllers that sharem Thus,R3 issues ajuestion job
explicitly, but is implicitly given by the decentralizedpeesen- ?ank, foramto Ry andRy. This is realized by the transition
tation of the controllers and the rule of interaction via slya- ?amR, in state 11 of Cgr,. Cry and Cre receive ang,
chronous composition, which avoids thate space explosion (transition from 11 to 1.2 with 7ank;).
problemencountered by monolithic implementations. e In the initial state ofR,, amis feasible. ThusR, can
directly send th@nswer joblamz, andCr, changes from

Example 1 illustrates the controller interaction. 1.2 t013.

Example 1.Fig. 1 (b) shows a simple hierarchical architecture 4 ip R, amonly becomes feasible after the string of non-
with two levels and = 3 automata. It describes the operationof  shared event§l nmvr sonstp occurred, and the answer
a manufacturing unit with a conveyor beRy) and a machine job lam, is given in the corresponding state?5n Cr, .

(Ro, see Fig. 1 (c)) that is controlled by a high-level contmolle ¢ f all answers (amg, and ang,) have been received 3,

Rs. The conveyor belt notices if a product has to be transported it can send theommand jolam, in the corresponding state
(f1/tr — product from leftto right) and moves accordingly 1 4 ofCg, to make all controllers execute the shared event
(nvr —move to right). It stopss{ p) when a sensor signals the 501 Al [ow-level controllers can process the command

product arrival at the machinedn), which is indicated by the in their communication modeC
' . R, changes from 3 to
shared evenam (product at machine). Afteam the machine 6.1, andCr, changes from B to 211_

R> starts processing] and finishes processing)(after some
time. The high-level controlléR; ensures that thehared events
am f andtr occur such that the product is not transported to
the right before the machine finished processing.

()

Fig. 1. (a) Hierarchical and decentralized architectujesiim-
ple example hierarchy (c) machine and conveyor belt.

e The question-answer-command procedure repeatRyith
initiating communication fof .

2.2 Logical Communication Model

sof f @ mr
aNR, ?anR, 7
soff 5. mr 3
The decentralized controller representation introduce8ec-

tion 2.1 is profitable especially if the respective congpliie- Fig. 2. Communication model for the manufacturing unit.
vices (e.g., PLCs) are placed in distinct physical locatiand

connected by a network, e.g., on a factory floor. Nevertiseled-ormally, the outcome of the communication model construc-
in this case, the occurrence ehared event€. with £ N tionis a tree structur&. = (¢,Cy,C., pc) (See e.g., Hopcroft
Iy CZnforalli,j=1,...,k i# j, has to be communicated and Ullman (1975)) that captures the hierarchical relatgm
and synchronized. Consequently, each controller thaestsar of the distributed controllers. In this paper, et of vertices
evento € 3, must know whero is possible in all of the other denotes the set of CMAGr = (Qi, 5, Vi, 0o;i, Qm,) for the con-
controllers that share. Using the hierarchical system structuretrollersR;, i = 1,...,k with the set of jobs; = JoutiUJin; that

a communication model automaton (CM&}, for each con- are communicated fronv4yj) and to {ini) R as described in
troller R € ® has been constructed algorithmically in SchmidExample 2. Furthermor€ is theroot vertexandc, : ¢ — 2¢

et al. (2007b). The communication is modeled by identifyingindp, : ¢ — ¢ are thechildren mapand theparent mapsuch
shared events with systetasksthat have to be completed by that ¢ (C;) is the set of childrenand p(Ci) is the parent of
communicatingobsamong the distributed controllers. Due toC; ¢ ¢, respectively. Every vertex without children is called a
the hierarchical system structure, high-level contrellenow leaf. We also distinguish the set of jobs that are sent for each
about shared event occurrences in their lower-level cetso ¢ € 3, and callo. the command job foo.

This is reflected in the sequential order of job transmissio

of the proposectommunication modeby initiating commu- rbbserving that again interaction between the CMAs via the

nication in the highest level and propagating it to the lower£Xchange of jobs is modeled by jobs shared between CMAs, the

level controllers along the hierarchy. The main featurethisf ©verall communication modé = (Q,7,V, 0o, Qm) is obtained

communication model are briefly outlined in Example 2. as the synchronous composition of the CMA:= |[_,Cx.
Example 2.Fig. 2 depicts the CMACR, i = 1,2,3 for the In particular, each state of the overall communication nhizde

respective controllers in Fig. 1 (b). Every statedg corre- composed of the state values of its distributed compon&hés.
sponds to a state in the controllr, and the state labels and mg?jvg;ré%rﬁ’sr?rﬂgitg?ir?asncﬁsq%fg?g?d(;g%@g?e communication
markings are chosen accordingly (e.g1,11.2, 1.3, 14inCg, ' ’

_CO_rresp_ijd to 1ifRs). Assuming _thaf[ ea_Ch controller in Fig. 11 The communication operation in Section 3.1 ensures thehsgnous arrival
is in its initial state, the communication is as follows. of am, at all controllers.




Properties: Let g = (q1,...,0«) € Q andJ € 55 — {0} for 3. NETWORKED IMPLEMENTATION

0 € Xn s.t.vi(q,J) exists for some X i < k. Then
) _ ) 3.1 Shared-Medium Operation
(1) forall j s.t.J € y; it follows thatvj(q;,J) exists
(2) forall j s.t.J € (7] —lfow;j_) it holds that there is & € According to Schmidt et al. (2007b), the CMAs in Section
Joutj NJo S-t.Vj(qj,JT) exists. 2.3 can be represented by a set of corresponding network

Property (1) states that whenever a job is communicated, 899€sA\ = {Ni,...,N¢} that are situated in different physical
CMA that contain the job either send or receive the job, whilé2cations (e.g., on PLCs, PCs) and can communicate via a
property (2) makes clear that every CMA that received a job f¢hared-medium network as in Fig. 3 (a).
an event can send a follow-up job for this event. Additionally, shared-medium networks have a simple and low-cost architec
it holds thatC is nonblocking and exhibits the same behavior agre. However collisions occur if more than one node send
the original controllers. messages at the same time. We providmlision avoidance
policy for messages to be sent on the network. In the first
2.3 Requirements and Issues for Reliable and Safe OperaticH{eP: We proposéime-siottedoperation with fixed size time
slotsts such that the time instants for message transmissions
e synchronized among all nodes (see Fig. 3 (b)). Note that
ch synchronization with an accuracy up to 100ns is for ex-

of job transmissions. However, the fact that the commuitnpat ample provided by the IEEE 1588 standard for Ethernet in

model is designed for distributed systems on a network, wheﬁ%ﬁo(io%)c\ggsig? ;glif;d)r/;?;ﬁlﬁ]n;el_néid élganmteuézfﬁs
possible communication delays affect the system oper,atiorlll P ) ) Y P

also has to be addressed. Specifically, issues suclysism the deterministic structure of the controller automata Hred

reliability and safety(the occurrence of a shared event has taIc()edrgrtﬂ;fgtrrgsgqgErl]lﬁol\j/vesfv\yv?ﬁghcnoor:jt;oslI\(/avﬁ r?asvfeotll??:rfga iob
be detected fast in order to prevent an undesired situadio) J J

system performandehe occurrence of a shared event has to bgext, and attaches this information to the job in the form of a

detected fast such that the communication does not slow dogRmunication requegCR). All of the nodes process this CR
the system operation) have to be accounted for. and deterministically compute which node will transmit hex

To this end, thetime-slottedoperation together with the de-
Considering the controller representation, a shared evetn  scribed scheduling policy ensure that in each time inseath
theoreticallyoccurs if each controlleR that sharew is in a node uniquely knows the next node to send a message. Further-
statex; € X; whered;(x;,0) exists. According to the distributed more, due to the inherent broadcast on the shared medium, all
implementation with the communication modsl,physically of the nodes can receive all messages synchronously.
happens when the command jop is transmitted. Depending
on the physical interpretation af, it has to be ensured that
the time between its theoretical and its physical occueenc
remains below an appropriate bound in order to fulfill safety @)
and performance requirements. J | |

. . . . 0 ts! 2t 3t
In our work, we incorporate such real-time requirements in (b)
the communication model be introducing a nrapz, — RU
{0} for the shared events, whergo) represents the maximal Fig. 3. (a) shared-medium network; (b) time-slotted operat
allowable time between the theoretical and physical oetwoe
of an evenio € 5, (e.g., the reaction time to a sensor event)3-2 Network Node
The execution of an evert € 2 in the worst case requires ) . »
the communication of all jobs related tm while the actual A network nodeN; € AC implements the following entities.
event can happen any time between the transmission of thg1 g CMACkg,
first and the last job foo. DenotingNs the number of jobs N2 anoutput bufferthat storesnessaget be sent,
for a tasko, adeadline ¢ := % is associated with each job N3 aninput bufferthat stores received messages,
J € J9. In this frameworkdj; indicates that if) is ready to be N4 a set ofactive taskgshared event communications) cur-

The communication model introduced above describes the log’
ical behavior of the communication, i.e., the sequentideor

transmitted by its corresponding controller at tigehen it has rently initiated by the node,

to be sent aty + d; latest. A communication model with a map N5 apriority queue(PQ) that storesommunication requests
r: 2, — RU{»} as defined above is denoted@mmunication as atupléN,e d, T), whereN is a node to transmig€ R
model with deadlines is aneligibility time, d € RU {0} is a deadline and is the

active task that issued the request. The PQ is ordered such

To sum up; the case where controllers synthesized according that the CR with the smallest deadline is granted first.

to Schmidt et al. (2007a) are implemented in a distributed
manner and communicate via a network has been consider&dthis setting, a CRN,e d, T) states that the nodd has to

The communication modekith deadlines for each controller access the shared medium before the deadliriehe fact that
defines rules for job communication such that the behavior elach node needs a certain amount of time to react to incoming
the communicating controllers and the original contraller messages is captured by #&ibility time e It determines the
equivalent. It is constructed such that jobs that are trétesin  earliest time instant when a node is ready to transmit a rgessa

by R, are received by all controllers that contain the respectiHence, the eligibility time and the deadline define the time
job. In doing so, it has to be ensured that whenever a coetrollinterval, where the message has to be sent, and can be derived
needs to transmit a job, it has access to the network befere tilhom the process parameters (e.g., the cycle time of a PLEL) an
job deadline. This issue is addressed in the next section. the communication model with deadlines, respectively.



3.3 Message the time slot ists = 1 ms; the eligibility times ofNz, N> and
N3 are 1ms, ®ms and 1ms, respectively, adg, = 50ms.
§hen the high-level nodd3; has a message in its output buffer
With thereceiver nodes NN, thejob to be senPank,, and the

According to Section 2.2, communication between nodes r
quires the exchange of jobs. In our approach, jobs are sant

messagethat are constructed offline for each nddeand each minischedule(Ny, 1
e ; 1,1ms50msam)(N2,0.5ms50msam). Note
stateq € Q of its associated CMAR . that 1 ms and ®ms are the eligibility times ofl; andN,, re-

A messagé/ of a sender nodi; € 4( in stateq € Q; contains:  spectively. Initially, each PQ contains the ORs,0ms 1ms —)
, . (01). Att = 1ms, N3 sends the content of its output buffer
M1 A set ofjobs to be senby N;. To this end, the longest se- (03 04). The operation of nod is as follows:

quence of outgoing jobs= J1J> - - - Im € Jouti IS cOmputed
s.t.q :=vi(q,s) exists2 The set of jobs of the message (1) PQ: the CRs  (N;,2ms51msam) and
M2 A set ofreceiver nodeslf s is not empty, then all nodes (2) input buffer computation: state update@j to state 12

that share jobs in the set of jobs constructed above are_  With received job &k, (O6). _
receiver nodes. Otherwise, there is no receiver node.  (3) output buffer computation fos empty (M1-M4): re-

M3 A minischedulewith CRs. If s is not empty, then for ceiver nodes{}; set ofjobs to be sent{}, minisched-
each job, a reque$h;, e d, o) with the receiver noddl, ule: (N1,1ms50msam); set ofterminated tasks{}. By
an eligibility time e, a deadlined and the taslo of the sending this messagbl gives itself the opportunity to
job is generated. Otherwise salf reques(N;,e,d, o) is transmit again .unt|l the answer jobnlz, can be sent.
generated, where is the next time whem; can send a (4) if the Iocal_ stringf | nvr sonstp occurs, then the_ new
message, and is the deadline of the valid tagkin .3 state ofCg, is 4.2. Output message far=!ang, : receiver

M4 A set of tasks that have been terminated\inlf in a set node Ns; set of jobs to be sentlank,; minischedule

of competing tasks, one task finishes first, the requests for_ (Ns,1ms50msam); set ofterminated tasks{}.
the other tasks become invalid, and have to be erased frof®) Suppose the first eligible CR in the PQ(I1,2ms51ms

the PQ. Letr be the set of tasks initiated by notlein am) attimet = 4ms (itis eligible as 2ms:4ms).N; sends
stateq and let7’ be the set of tasks in statg(q,s) (sis the answer in (4) td\s if it is in state 42. Otherwise it
derived as in M1). Then the set tdrminated taskss set transmits the CR in (3) to itself.

toT — 7' as these tasks are no longer active and valid. 3 5 Reliability and Safety Guarantees

Altogether, messages constructed by a rdde its stateq € Q; Reliable and safe system operation_is achieveq if all jo_h!; th
contain information about the current jobs to be sent, thesi aré ready to be sent by the nodesain meet their deadlines
when receiving nodes have to transmit their next messages &{'d are transmitted in the order specified by the communbieati
tasks that are valid at the moment. Note that the collisimicay MO0del. In this section, we first recall a result from Schmdtle
ance policy demands that at most one message is sent per t#@07D). It states that the communication operation iniGect
slot. Hencets has to accommodate the longest message frame* guarantees that all jobs are sent in the order specifiéiusby
with a frame lengthFmax which can be computed during thecommunlqatlon.model and that a CR for each g:orrequndlng
offline message construction process of the individual aode MeSsage is putinto the PQ of each node before its deadline.
L . Proposition 3.1(Job order). Letl1J,---Js be a job sequence
3.4 Communication Operation according to the defined communication operation with aket o

The nodes transmit the messages prepared as defined ab8@8es\(, and assume thdf has to be sent by € 2( between
where the transmission times are determined by the respectfime e andt;, | =1,....s. ThenJ,Jz--- Js is a job sequence in
PQ. At system startup, the nodes are initialized as follows: ~C and there exists a CR fof; betweerg andl in the PQ.

01 Only the highest-level nodd, constructs the output mes- Additionally, in order to guarantee reliable and safe syste
sage for its initial statep k. operation, thenetwork bandwidth Bhas to be high enough
02 All nodes put the CRN, 0,1, —) in their PQ. to send the message associated to each CR in the PQ before
its deadline. By intuition, the requireB increases with the

maximum priority queue lengthQy, the frame lengthof the
O3 Each node takes out the first eligible CR from its PQ. maximum size messad&nax the reaction time of the slowest
04 The node in this CR sends the message in its output buffegntroller (maximum eligibility time)emax, and theminimum
O5 All nodes insert the CRs in the minischedule in their PGob deadline ¢hin. We first establish a result f@max, and then
while adding the current time to both eligibility time andprovide a sufficient condition foB to guarantee reliable and
deadline. CRs with terminated tasks are removed from ttg&fe system operation based on the above parameters.
PQ s.t. all nodes have the same PQ by exchanging CRsProposition 3.2(Maximum Queue Length). Lety’ be a set
06 The receiver nodes put the incoming jobs in their inpusf nodes with the communication model tree structlife
buffer and compute their according state update (evaluand the communication operation as defined above. Then, the
tion of the transition function for incoming jobs) and themaximum numbeQmax of communication requests in the PQ
message in the output buffer (according to Section 3.3).is finite and can be computed algorithmically.

Example 3 illustrates the communication operation. Lemma 3.1 supports the proof of Proposition 3.2.

Example 3.Assume that at timé= Oms, all nodes are in the | emma 3.1(Requests per State and Event). Given the prereg-
initial states of their respective communication modelim 2; | jisites in Proposition 3.2, assume that (gy qx) € Qand
- 1 9oy

2 It can be shown that such a sequence exists in each st@e. of 0 € 2n. LetC; be the highest-level node such thath 75 # 0
3 Such task exists because the communication model is ndeibgpc and define the subtrélia" of T, as follows:

After initialization, in each time slot




e Ty is empty ifvj(qj,J) does not exist for any € 7; N Jo.
e otherwise Ty = (¢,Cj,c?, p2), where eaclt; € ¢ has
the property thac(C) = {C € c°|vi(q,J’) exists for
somel' € 5 N7s}, i.e., ¢ contains all nodes i such

Theorem 3.1(Bound on Network Bandwidth). Let. be a set

of nodes with the communication model tree structireand

the communication operation as defined above. Then a network
bandwidthB > Bpin := t':%x is sufficient for reliable and safe

that each node that lies on a branch is in a state wheggeration of the distributed controllers.

somel’ € 5N Jq is possible.

Then, the maximum numb
with o in stateq equals the number of leavesTif and is finite.

of CRs in the PQ associated

Proof Because of Proposition 3.1 and Lemma 3.2, each
message to be sent has a CR in the PQ before its deadline, and
this CR is served before its deadlir®> Fmax/tsmax ensures

that the message can be sent until the next transmissids. star

Proof (Sketch) IfTg is notempty, thel; can send amessage conyersely, iC < Fmax/ts max this requirement is violated.[J

with a jobJ € 7; N 5. By Property (1) in Section 2.2;(q;,J)

exists for allC; € c?(Cj), i.e.,Cj sendgc? (Cj)| CRs. Each of Theorem 3.1 implies that a lower bound on the network band-

theseCi has a follow-up jold; € 5 N 75 such thav; (g, J;) exists

width for reliable and safe operation can be computed offline

because of Property (2). Hence, sending jobs with assdciatesingdmin, Qmax Emax andFmax for a given distributed system.

CRs to the children nodes Ty’ can be repeated until the leafs

of Tq° are reached. The maximum numl@lﬁ of CRs foro
occurs if each leaf has a CR. O

Now, Proposition 3.2 can be proved.

Proof Applying Lemma 3.1, the maximum numb@&Ry of
requests in the PQ for a certain stajeevaluates tacCRy =
Yoes, CR}- Then, taking the maximum over all states Q
gives the desired resu@imax = MaxeqoCRy. O

4. SIMULATION

4.1 Laboratory Setup

In Section 2 and 3, the communication model and the opera-
tion are formally described, and statements for the worse ca
network usage are employed to derive real-time guarariees.
this section, an extensive simulation study of the largdesc
manufacturing system model in Fig. 4 with 50 distributed-con

The Computation C@maXSUggeStS the enumeration of the overIronerS on 5 hierarchical levels is carried out. The disited

all state space & that was deemed computationally infeasiblecontroller design for this system which comprises manufact
for the controller synthesis. However, the above resuly oniNg components such as the machine and the conveyor belt in
shows the existence @max. Practically, the hierarchical sys- Example 1 has been elaborated in Schmidt et al. (2007a). The

tem structure can be exploited to efficiently compQigux.

communication models with deadlines and the corresponding
message sets for each node are constructed algorithmically

We now deduce an upper boutighax for the time slot such considering the measured system characteristics, jolts avit
that each CR leaves the PQ before its respective deadlide, afinimum deadlinef dy,i, = 20 ms ensure reliable and safe sys-
then conclude reliable and safe system operation for n&twofem operation. Additionally, this study assumes that atlem

bandwidth higher thaBm, = mex

T tsmax”
Lemma 3.2(Meeting Deadlines). Letqg = (N,e,d,T) be a
communication request that enters the PQ at tymé&hen,rq
can be scheduled before its absolute deadjjned if

. dmin—
s < tymax = “@L-rax,

Proof  First assume thaig has the minimum deadling =

implement PLCs with a cycle timgnax/2 such that theligibil-

ity time enax is chosen. Furthermore, the simulator implements
all network components as described in Section 3.2 - 3.4. In
order to achieve a realistic simulation, the timed behawior

all manufacturing components that interact with the disiiéd
controllers has been modeled in the form of timed automata,
where the timing characteristics of transitions are in traeo

of 1s. The entire simulator that incorporates the component

dmin. For notational purposes, the entries in the PQ are NUmgogels as well as the communication operation and network
bered from 1 tdQmax, the set of all CR q is defined, and  mggel is developed in C++ based on thiéf audes software

the mapg : R x ® Q — {0,...,Qmax} is introduced, where |iprary for DES inl i bf audes (2007). All of the results in the

q(t,rq) denotes the entry of the Cig in the PQ at time and

following sections are obtained after simulating the maouf

q(rg,t) = 0'if rq is not in the queue dt It has to be shown that turing system for 10 minutes of operation.

rq leaves the PQ befotg+ dmin, i.€.,q(to + dmin) = O.

Because of Proposition 3.2, it holds thafto,rq) < Qmax.
Observing that no CR can enter the PQ in frontgpfor t > to,
and that all CRs in the PQ become eligible afigsx latest, the
position ofrq in the PQ at times$ > tg evaluates to

€m t—t
a(t,ra) < qto,ra) + [ ] - LTOJ <
—Emax+ (t—t
< Qmaxt+1— [emaxt—((’)} <
t —to — emax
< p1o [ 9T max +1)7.
=~ Qmax |_(dmin _ emax) (Qmax )—|
That iS,q(to-l-dmin,rQ) < Qmax+1-— L%(Qmax‘f' 1)1 =0.

Let d > dmin. Then there i’ > tg s.t.tg+d =t’ + dmin and
q(t’,rg) < Qmax- Withrq as a CR with deadlinéy,, that arrives
att’, the same argument shows tigét’ + dmin,rq) < 0. O

The goal of the study in this paper is the validation of the
theoretical resultén Section 3.5. In addition to that, we conduct
an investigation of theverage performancef our real-time
communication operation.

Fig. 4. Manufacturing system example.



4.2 Experiments and Results 5. CONCLUSION

In this paper, thaistributed implementation of hierarchical
According to the resultin Proposition 3.2, the maximum kng and decentralized DES controllers ostered-medium network
of the PQ in each node could be determinedasx = 32. has been investigated. Based on the deterministic hidcalch
Noting that the longest message frameHRgax = 708bits, system structure, @mmunication modédias been developed,

this results in a required network bandwidth of upBgin = and a communication operation has been proposed such that
1800 Mbit/s. Foremax between ® ms and 7ms, a maximum communication messages are transmitted according to the co
time slot Oftsmay = 2205 m2) petween (6ms and M ms is munication model. Using this operation, it has been forynall
required according to Theorem 3.1. proved that a lower bound for the network bandwidth that

In the followi . first i . h h%uarantees reliable and safe system operation can be cednput
n the following experiments, we first investigate Now theyehanding on the dynamic system properties and the real-tim
variation of ts/tsmax and emax affects the number of missed

. S X - i requirements in form of message deadlines. A simulatiosystu
deadlines (NMD) which is a metric to indicate reliabilitydn ¢ 5 |arge-scale distributed DES with 50 controllers hasbee
5 Id onlv be ob df binati f Ll;Serformed to validate the formal results and to charactdhie

(@) could only be observed for combinations of la8@x  ayerage behavior of our communication architecture. Rutur
(= 3ms) and/or very largi/tsmax (> 6), which clearly violates o aims at the incorporation of timing information of the

Theorem 3.1. The maximum observed queue size is 15 and thjScyete event system models in the communication model, an
significantly smaller than the theoretical valQfiax = 32. the hardware implementation of the proposed approach.
Furthermore we study thaverage used bandwidfAUB in
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